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The three-dimensional problem of waves on the surface of viscous fluid, caused by initial disturbances, is considered. Sretenskii considered an analogous problem for the plane case in [1], and for the three-dimensional case in [2]. In contrast to.[2], wherein approximate formulas are given for the shape of the free surface for initial disturbances of just the deltafunction type, without eatimates of the degree of accuracy of the obtalned approximation, approximate asymptotic formulas for arbitrary initial disturbances are obtained herein and an estimate of the degree of accuracy of the obtained approximation is given.

Moreover, in the case of concentrated initial disturbances of the deltafunction type, formalas analogous to those of Kochin [3] for the solution of the analogous problem for an ideal fluid are obtained for the shape of the free surface.

1. At the initial time $t=0$ let a viscous incompressible fluid occupying the half-space $z<0$ be at rest, and let its free surface have the form $\zeta(x, y, 0)=\zeta_{n}(x, y)$. Let us pose the problem of finding the form of the free fluid surface at any time $t>0$. Assuming the motions to be slow, we obtain the system of hydrodynamic equations in the form

$$
\begin{gather*}
\rho u_{t}=-p_{x}+\mu \Delta u, \quad \rho v_{t}=-p_{y}+\mu \Delta v, \quad \rho w_{i}=-p_{z}-\rho g+\mu \Delta w \\
u_{x}+v_{y}+w_{z}=0 \tag{1.1}
\end{gather*}
$$

with the initial conditions

$$
\begin{equation*}
u=v=w=0, \quad \zeta=\zeta_{0}(x, y) \quad \text { for } \quad t=0 \tag{1.2}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
p_{n n}=p_{n \tau_{1}}=p_{n \tau_{2}}=0, \quad \zeta_{i}=w \quad \text { for } z=\zeta \tag{1.3}
\end{equation*}
$$

Here $T_{1}$ and $T_{2}$ are two orthogonal directions. Let us introduce the function $(x, y, z, t)$ by means of the equality

$$
\begin{equation*}
p=\rho \psi-g \rho z \tag{1.4}
\end{equation*}
$$

Then, since the motions are slight, to first order of accuracy inclusively, the boundary conditions (1.3) may be written as follows:

$$
\begin{equation*}
g \zeta=\psi-2 v w_{z}, \quad \zeta_{t}=u, \quad u_{z}+w_{x}=0, \quad v_{z}+w_{y}=0 \quad \text { for } \quad z=0 \tag{1.5}
\end{equation*}
$$

Taking account of (1.4), the system of equations (1.1) then becomes

$$
u_{t}=-\psi_{x}+v \Delta u, \quad v_{t}=-\psi_{y}+v \Delta v, \quad w_{t}=-\psi_{z}+v \Delta w, \quad u_{y}+v_{y}+w_{z}=0 \text { (1.6) }
$$

Let us apply the Laplace transform in the time $t$ and the Fourier transform in the variables $x$ and $y$ to (1.6) and the boundary conditions (1.5). Then, taking account of the initial conditions (1.2), we obtain the following system of equations

$$
\begin{align*}
& \alpha U=-i m \Psi+v\left[-\left(m^{2}+n^{2}\right) U+U_{z z}\right], \alpha V=-i n \Psi+v\left[-\left(m^{2}+n^{2}\right) V+V_{z z}\right]  \tag{1.7}\\
& \alpha W=-\Psi_{z}+v\left[-\left(m^{2}+n^{2}\right) W+W_{z z}\right], \quad i(m U+n V)+W_{z}=0
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
\alpha\left[\Psi-2 v W_{z}-g Z_{0}\right]-g I V=0, \quad i m W+U_{z}=0, \quad i n W+V_{z}=0 \text { for } z=0 \tag{1.8}
\end{equation*}
$$

Here $U, V, W, \Psi, Z_{0}$ are the transforms of the functions $u, v, w, \psi, \zeta_{0}$ are functions of $z, \alpha, m, n$, where $\alpha$ is the Laplace transform parameter, and $m$ and $n$ are Fourier transform parameters in $x$ and $y$, respectively. From Equations (1.7) we find

$$
\Psi_{z z}=\left(m^{2}+n^{2}\right) \Psi
$$

Hence, by satisfying the condition $\rightarrow 0$ as $z \rightarrow-\infty$ we have

$$
\begin{equation*}
\Psi=A \exp \left(z \sqrt{m^{2}+n^{2}}\right) \tag{1.9}
\end{equation*}
$$

Here that value is taken of the square root for which the real part is positive.

Taking account of (1.9) and the condition $U, V, W \rightarrow 0$ as $z \rightarrow-\infty$, we obtain from the system (1.7)

$$
\begin{align*}
U & =B \exp \left(z b v^{-1}(2)+B_{1} \exp (z r),\right. & B_{1}=-i m \alpha^{-1} A & & =\sqrt{\alpha+v r^{2}} \\
V & =C \exp \left(z b v^{-1 / 2}\right)+C_{1} \exp (z r), & C_{1}=-i n \alpha^{-1} A, & C & =(i b D-m B) n^{-1}  \tag{1.10}\\
W & =l \exp \left(z b v^{-1 / 2}\right)+D_{1} \exp (z r), & D_{1}=-r \alpha^{-1} A, & r & =\sqrt{m^{2}+n^{2}}
\end{align*}
$$

Here $A, B, D$ are arbitrary functions of $a, m, n$. Satisfying the boundary conditions (1.8), we obtain the following system to determine $A$, $B, D$

$$
\begin{gather*}
A\left(\alpha^{2}+2 v \alpha r^{2}+g r\right)-D \alpha\left(2 v^{1 / 2} b \alpha+g\right)=\alpha^{2} g Z_{0} \\
-2 i m r v^{1 / 2} A+b i m \alpha v^{1 / 2} D+\alpha b B=0  \tag{1.11}\\
-2 i n^{2} r v A+i v \alpha\left(b^{2}+n^{2} v\right) D-m \alpha v^{1 / 2} b B=0
\end{gather*}
$$

Applying the integral transformation to the second equation of (1.5), we have $a\left(z-z_{0}\right)=W$ for $z=0$. Hence, we find from (1.10)

$$
\begin{equation*}
Z=Z_{0}+\alpha^{-1}\left(D-A \alpha^{-1} r\right) \tag{1.12}
\end{equation*}
$$

Substituting $A$ and $D$ the solutions of (1.11), here, we obtain

$$
Z=Z_{0}\left(1-g r \Delta_{1}^{-1}\right), \quad \Delta_{1}=a^{2}+g r+4 v a r^{2}-4 v^{1 / 2} b r^{3}+2 v^{2} r^{4}
$$

Introducing the variables $m=k r \cos \theta, n=k r \sin \theta, \alpha=\sigma \alpha_{1}, x=R \cos \gamma$, $y=R \sin \tau \quad$ and applying the Melin formula and the inverse Fourier transform, we obtain from (1.12)

$$
\begin{equation*}
\zeta(x, y, t)=\frac{\sigma^{4}}{2 \pi g^{2}}\left[\eta_{1}+\mathrm{e}^{3 / 2}\left(\eta_{2}+\eta_{\mathrm{a}}\right)\right] \tag{1.13}
\end{equation*}
$$

$$
\begin{aligned}
& \eta_{j}= \int_{0}^{2 \pi} \int_{0}^{\infty} z_{0}(r, \theta) x_{j}(r, t, \varepsilon) \exp \left(i r R_{1} \cos (\theta-\gamma)\right) r d r d \theta, \quad x_{j}=\frac{1}{2 \pi i} \int_{s-i \infty}^{s+i \infty} \varphi_{j}(\alpha, r) e^{\alpha t} d \alpha \\
& Z_{0}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{\infty} \zeta_{0}(R, \gamma) \exp \left(-i r R_{1} \cos (\theta-\gamma)\right) R d R d \gamma \quad(j=1,2,3)
\end{aligned}
$$

$$
\begin{gathered}
\varphi_{1}=\frac{\alpha+4 \varepsilon r^{2}}{\Delta}, \quad \varphi_{2}=\frac{-4 r^{3} \sqrt{\alpha+\varepsilon r^{2}}+2 \varepsilon^{1 / 2} r^{4}}{\alpha \Delta_{1}}, \quad \varphi_{3}=\frac{\left(\alpha+4 \varepsilon r^{2}\right) \Delta_{2}}{\Delta \Delta_{1}} \text { (1.13) } \\
\Delta=\alpha^{2}+4 \varepsilon \alpha r^{2}+r+4 \varepsilon^{2} r^{4}, \quad \Delta_{1}=\Delta-\varepsilon^{3 / 2} \Delta_{2}, \quad \Delta_{2}=4 r^{3} \sqrt{\alpha+\varepsilon r^{2}}+2 \varepsilon^{1 / 2} r^{4} \\
\varepsilon=v g^{-2} \sigma^{3}, \quad k=\sigma^{2} g^{-1}, \quad R_{1}=k R, \quad \sigma=1<e \kappa^{-1}
\end{gathered}
$$

The expression (1.13) is the exact solution of the formulated problem for the arbitrary function $\zeta_{0}(x, y)$, relative to which we assume that it admits of a Fourier transformation in the variables $x$ and $y$. Hence, $z_{q}(r, \theta)$ has no singularities in the domain of integration and for $r \rightarrow+\infty$ tends to zero more rapidiy than $r^{-1}$. Let us analyze (1.13) further by assuming $\varepsilon<1$. It can be shown that by neglecting quantities of order $\varepsilon^{1 / 3}$ and higher, (1.13) may be written as follows:

$$
\begin{equation*}
\zeta=\frac{\sigma^{4}}{2 \pi g^{2}} \eta_{1} \tag{1.14}
\end{equation*}
$$

For this it is evidently necessary to show that $\eta_{2}$ and $\eta_{3}$ have a finite limit as $c \rightarrow 0$. Using the Vallée-Poussin criterion [4] on uniform convergence of integrals with infinite limits, it is easy to show that the integrals $\eta_{2}$ and $\eta_{3}$ converge uniformly in respect to $\varepsilon$, and then we can pass to the limit under the integral sign. Let us evaluate the expression $\left(x_{3}\right)_{\varepsilon=0}=x_{3}^{0}$, which has the form

$$
\frac{2 r^{3}}{\pi i} \int_{s-i \infty}^{s+i \infty} \frac{\alpha \sqrt{\alpha}}{\left(\alpha^{2}+r\right)^{2}} e^{\alpha i} d \alpha
$$

By contour integration we find

$$
\begin{equation*}
x_{3}^{0}=-2 \operatorname{Re}\left[i^{2 / 2}\left(t-\frac{i}{2 \sqrt{r}}\right)\right] r^{11 / 4}+K_{9}, \quad K_{3}=\frac{4 r^{3}}{\pi} \int_{0}^{\infty} \frac{\alpha^{2 / 2}}{\left(\alpha^{2}+r\right)^{2}} e^{-\alpha t} d \alpha \tag{1.15}
\end{equation*}
$$

The last integral is expressed in terms of Mayer functions and has the form

$$
K_{3}=\frac{2 r^{0 / 4}}{\pi^{3 / 2}} G_{13}^{31}\left(\left.\frac{r t^{2}}{4}\right|_{2 / 4,0,1 / 2} ^{-1 / 4}\right)
$$

Since any pair of the numbers $b_{1}=3 / 4, b_{2}=0, b_{3}=1 / 2$ does not differ by an integer, then the following representation will be valid:

$$
\begin{aligned}
& G_{13}^{31}\left(\left.\xi\right|_{b_{1}, b_{2}, b_{3}} ^{a_{1}}\right)=\sum_{h=1}^{3} \prod_{j=1}^{3} \Gamma\left(b_{j}-b_{h}\right) \Gamma\left(1+b_{h}-a_{1}\right) \xi^{b_{h}} \times \\
& \quad \times F_{2}^{(1)}\left(1+b_{h}-a_{1} ; \quad 1+b_{h}-b_{\alpha}, \quad 1+b_{h}-a_{\gamma} ; \xi\right)
\end{aligned}
$$

where $\alpha$ and $\gamma$ take the values $1,2,3$ upon compliance with the conditions $\alpha \neq h, \gamma \neq h, \alpha<\gamma, a_{1}=-1 / 4, \xi=1 / 4 t^{2}$. Hence, it is seen that for $r \rightarrow 0$, $K_{3} \rightarrow 0$ as $r^{r / 4}$ For $t>0$ and $r \rightarrow \infty$ it is easy to show that ${ }_{11} K_{3} \rightarrow 0$ no more rapidly than $r^{1}$, and therefore for $r \rightarrow \infty, x_{3}{ }^{0} \rightarrow \infty \quad$ as $r^{11 / a}$. On the basis of (1.13) and (1.15) we have the following representation

$$
\begin{gather*}
\eta_{3}=\sum_{k=1}^{5} B_{k}  \tag{1.16}\\
B_{1,2}=t \int_{0}^{2 \pi} \int_{0}^{\infty} \varphi_{1,2}(r, \theta) \exp [i R r \cos (\theta-\gamma] \pm i \sqrt{r} t] d r d \theta, \quad \varphi_{1,2}=-( \pm i)^{3 / 2} r^{13 / 4} Z_{0}(r, \theta) \\
B_{3,4}=\int_{0}^{2 \pi} \int_{0}^{\infty} \varphi_{3,4}(r, \theta) \exp [i R r \cos (\theta-\gamma) \pm i \sqrt{r} t] d r d \theta, \quad \varphi_{3,4}=-1 / 2( \pm i)^{1 / 2} r^{12 / 4} Z_{0}(r, \theta) \\
B_{5}=\int_{0}^{2 \pi} \int_{0}^{\infty} \varphi_{5}(r, \theta) \exp [i R r \cos (\theta-\gamma)] d r d \theta, \quad \varphi_{5}=K_{3} Z_{0}(r, \theta)
\end{gather*}
$$

Let us assume that for $r \rightarrow \infty, Z_{0}(r, \theta)-0$ not more slowly than $r^{-5}$ for appropriate constraints on $\zeta_{0}^{\prime}(x, y)$. Under this condition all the integrals $B_{k}$ will converge absolutely. The expression $B_{1, ~}$ contains the factor $t$ in front of the double integral. This integrai may be easily shown to be a quantity on the order of $t^{-1}$ for large $t$ by the method of stationary phase. Hence, as ${ }^{t}$ grows $B_{1,2}$ will remain bounded. Thus $\eta_{3}$ remains bounded as $\varepsilon \rightarrow 0$. It is shown completely analogously that $\eta_{z}$ will remain bounded as $\varepsilon \rightarrow 0$ for the same assumptions on the function $z_{0}(r, \theta)$. Therefore, (1.14) yields an expression for the shape of the free fluid surface to first degree of accuracy in $\varepsilon$, inclusive.

On the basis of the Jordan lemma the integral $x_{3}$ is evaluated by using residue theorems. Since the equation $\Delta=0$ has the roots $a_{2,2}=-2 \varepsilon r^{2} \pm i \sqrt{r}$, then

$$
\begin{equation*}
x_{1}=-\sum_{k=1}^{2} \frac{a_{k}+4 e r^{2}}{\alpha_{1}-\alpha_{2}} e^{\alpha_{k}^{t}}(-1)^{k} \tag{1.17}
\end{equation*}
$$

Now (1.14) takes the form

$$
\begin{equation*}
\zeta=\frac{\sigma^{4}}{2 \pi g^{2}} \int_{0}^{2 \pi} \int_{0}^{\infty} Z_{0}(r, \theta) x_{1}(r, t) \exp [i R r \cos (\theta-\gamma)] r d r d \theta \tag{1.18}
\end{equation*}
$$

Here $x_{1}(r, t)$ is given by (1.17). It is easy to verify that the initial condition $C(x, y, 0)=\zeta_{0}(x, y)$ is satisfied.

The first degree of accuracy in $\epsilon$ inclusive, the obtained Formula (1.18) represents the shape of the free surface of the fluid at any time $t>0$.
2. At the initial time $t=0$ let the free surface of the fluid have the form

$$
\zeta_{0}(x, y)=\left\{\begin{array}{ll}
\zeta_{0}\left(1-R^{\mathbf{z}^{-2}}\right)^{\mu} & (R<a)  \tag{2.1}\\
0 & (R>a)
\end{array} \quad \begin{array}{l}
\mu>0 \\
\zeta_{0}=\text { const }
\end{array}\right)
$$

In this case

$$
\begin{equation*}
Z_{0}(r, \theta)=\zeta_{0} a^{2} k^{-2} \varphi(r), \quad \varphi(r)=2^{\mu} \Gamma(\mu+1)(a r)^{-(\mu+1)} J_{\mu+1}(a r) \tag{2.2}
\end{equation*}
$$

and the integrals $\eta_{g}$ and $\eta_{s}$ will converge absolutely for $\mu>3.25$.
Taicing into account that the integral in (1.18) is the 1imit of the integral

$$
\int_{0}^{2 \pi} \int_{0}^{\infty} Z_{0}(r, \theta) x_{1}(r, t) \exp [i R r \cos (\theta-\tau)+z r] r d r d \theta
$$

as $z \rightarrow-0$, let us write the expression for $\varsigma$ as

$$
\begin{equation*}
\zeta=\zeta_{0} \frac{\sigma^{4} a^{2}}{g^{2} k^{2}} \int_{0}^{\infty} \varphi(r) x_{1}(r, t) J_{0}(r R) e^{z r} r d r \tag{2.3}
\end{equation*}
$$

Let us note that the volume 0 of the initial rise in the fluid is evaluated by means of Formula $Q=\pi a^{2} \zeta_{0}(\mu+1)^{-1}$. To simplify the subsequent cal ${ }^{-}$ culations let us consider the limiting case when $a \rightarrow 0,6_{0} \rightarrow \infty$ so that the quantity $Q$ remains invariant (an initial rise of delta-function type). In this limiting case $\phi(r)$ equals $[2(\mu+1)]^{-1}$ and (2.3) takes the form

$$
\begin{gather*}
\zeta=\frac{1}{2 \pi} Q \sigma^{4} g^{-2} \lim _{z \rightarrow-0} \psi(e), \quad \psi(\varepsilon)=\int_{0}^{\infty} r J_{0}(r R) x_{1}(r, t) e^{z r} d r \\
x_{1}=\left(\cos \sqrt{\bar{r} t}+2 e r^{s / 2} \sin \sqrt{\bar{r} t}\right) \exp \left(-2 \varepsilon r^{2 t}\right) \tag{2.4}
\end{gather*}
$$

Expanding the function $(\varepsilon)$ in a series in the parameter $\epsilon$ and being limited to the first three terms of the series, we have

$$
\psi(\varepsilon)=\psi(0)+\varepsilon \psi^{\prime}(0)+\varepsilon^{2} \frac{1}{2} \varphi^{*}(0)+R_{3}
$$

$申^{(k)}(0)=2^{k+1}(-1)^{k} r^{2 k} \int_{0}^{\infty}\left[r t^{k} \cos \sqrt{\bar{r} t}-k t^{k-1} \sqrt{r} \sin \sqrt{r} t\right] J_{0}(r F) e^{z r} d r \quad(k=0,1,2)$

Using the expression for the remalnder term of the Taylor series [4], wefind that $R_{3}$ will be on the order of $\varepsilon^{3}$. Expanding $\sin \sqrt{r t}$ and $\cos \sqrt{r t}$ in series, we obtain (2.4) as

$$
\begin{gathered}
\zeta=\frac{Q \sigma^{4}}{2 \pi g^{2}} \sum_{k=0}^{\infty}(-1)^{k}\left(\alpha_{k}+2 \varepsilon \beta_{k}+4 \varepsilon^{2} \gamma_{k}\right), \quad\left(A_{k}=\int_{0}^{\infty} r^{k} J_{0}(r R) e^{z r} d r\right) \\
\alpha_{k}=\frac{1}{(2 k)!} t^{2 k} A_{k+1}, \quad \beta_{k}=-\frac{2 k}{(2 k+1)!} t^{2 k+1} A_{k+3}, \quad \gamma_{k}=\frac{2 k-1}{(2 k+1)!} t^{2 k+2} A_{k+5}
\end{gathered}
$$

Taking into account that

$$
\begin{gather*}
A_{k+1}=\left(z^{2}+R^{2}\right)^{-1,2(k+2)} \Gamma(k+2) P_{k+1}^{0}\left(-z\left(z^{2}+R^{2}\right)^{-1 / 2}\right) \\
P_{k+1}^{0}(0)=\sqrt{\pi}[\Gamma(k+3 / 2) \Gamma(-1 / 2 k)]^{-1} \tag{2.5}
\end{gather*}
$$

where $\Gamma$ is the gamma function, $P_{x+1}$ spherical functions of the first kind, we find a final expression for the rise $\zeta$

$$
\begin{gathered}
\zeta=\frac{Q \omega}{2 \pi} R^{-2}\left[H_{0}+\frac{\nu t}{R^{2}} H_{1}+\left(\frac{\nu t}{R^{2}}\right)^{2} H_{2}\right], \omega=\frac{g t^{2}}{2 R} \\
H_{j}=\sum_{k=0}^{\infty}(-1)^{k} \delta_{k j} \omega^{2 k} \quad(j=0,1,2), \quad \delta_{k 0}=\frac{[(2 k+1)!]^{2} 2^{2 k+1}}{[2(2 k+1)]!} \\
\delta_{k 1}=\frac{2(4 k+2)[(2 k+3)!!]^{2} 2^{2 k+1}}{(4 k+3)!}, \quad \delta_{k 2}=\frac{4(4 k+1)[(2 k+5)!!]^{2} 2^{2 k+1}}{(4 k+3)!}
\end{gathered}
$$

Here $t$ and $R$ are the initial dimensional quantities. For $\nu=0$, Expression (2.6) agrees with the expression for the rise in the fluid obtained in solving the analogous problem for an 1deal fluid [ 3 and 5].

The series (2.6) for the $H$, will converge for any values of $w$, but they are convenient for calculations only for small values of $u$. Kochin [3] found an expression for the series $H_{0}$ in terms of Bessel functions which is convenient for calculations for any values of $\omega$. This expression is

$$
\begin{equation*}
H_{0}=1 / 8 \pi \sqrt{2} J_{1 / 6} J_{-1 / 4}-1 / 92 \pi \sqrt{2} \omega\left(J_{1 / 4} J_{2 / 6}-J_{-1 / 4} J_{-3 / 6}\right) \tag{2.7}
\end{equation*}
$$

All these functions have the same argument $\frac{1}{4} \omega$. Let us now find an expression for the series $H_{1}$ in terms of Bessel functions. This series may be represented by an integral of the form

$$
\begin{equation*}
\left.H_{1}=\int_{0}^{1 / 2 \pi} F\left(1 / 2 \omega \cos ^{2} \varphi\right) \cos ^{3} \varphi d \varphi \quad\left(F(x)=2\left[9-6 x^{2}\right) J_{0}(x)-\left(10 x-x^{3}\right) J_{1}(x)\right]\right) \tag{2.8}
\end{equation*}
$$

It is easy to verify (2.8) by substituting the series expressions for $J_{0}$ and $J_{1}$ and then integrating term by term. On the other hand, by using Formula

$$
\begin{equation*}
J_{\mu}(z) J_{v}(z)=\frac{2}{\pi} \int_{0}^{1 / 2 \pi} J_{\mu+v}(2 z \cos \theta) \cos (\mu-v) \theta d \theta \tag{2.9}
\end{equation*}
$$

known from Bessel-function theory, the integral (2.8) may be expressed, if $\mu+\nu>-1$, in terms of Bessel functions as

$$
\begin{gathered}
H_{1}=1 / 2 \pi V \sqrt{2}\left[9 / 4 J_{1 / 2} J_{-1 / 2}+21 / 8 J_{1} J_{0}-295 / 64 J_{3 / 4} J_{-3 / 4}+5 / 32 J_{-1 / 4} J_{-3 / 4}-\right. \\
-{ }^{33 / 16} J_{1 / 4} J_{-1 / 4}+1 / 32 \omega\left(53 J_{-1 / 4} J_{-3 / 4}-58 J_{1 / 4} J_{3 / 4}\right)- \\
-1 / 64 \omega^{2}\left(36 J_{1 / 4} J_{-1 / 4}+33 J_{3 / 4} J_{-1 / 4}\right)+{ }^{\left.11 / 16 \omega^{3}\left(J_{1 / 4} J_{3 / 4}-J_{-1 / 4} J_{-1 / 4}\right)\right]}
\end{gathered}
$$

Here all the functions have the same argument $\frac{1}{4} w$. Similarly, an expression in terms of Bessel functions may be obtained for $H_{2}$ by representing it as

$$
\begin{gathered}
H_{2}=4 V_{1}-8 t \frac{d V_{2}}{d t} \\
V_{1}=\int_{0}^{1 / 2 \pi} F_{1}\left({ }^{1 / 2} \omega \cos ^{2} \varphi\right) \cos \varphi d \varphi, \quad V_{2}=\omega \int_{0}^{1 / 2 \pi} F_{1}\left({ }^{1 / 2} \omega \cos ^{2} \varphi\right) \cos ^{3} \varphi d \varphi \\
F_{1}(x)=\left(225+263 x^{2}+15 x^{4}\right) J_{0}(x)-\left(x^{5}-70 x^{3}+252 x\right) J_{1}(x)
\end{gathered}
$$

and intecrating the expressions $Y_{1}$ and $Y_{2}$, just as (2.8).
3. Let us conduct an asymptotic analysis of (1.18) for large valucs of $P$. For this let us write this expression as

$$
\begin{align*}
& \zeta=\frac{\sigma^{4}}{2 \pi g^{2}} \int_{0}^{2-\infty} \int_{0}^{\infty} \sum_{k=1}^{2} f_{k}(r, \theta) e^{i R R^{M}{ }_{k}^{(r, \theta)}} r d r d \theta  \tag{3.1}\\
& f_{k}=(-1)^{k} \frac{i \sqrt{\bar{r}}(-1)^{k}-2 \varepsilon r^{2}}{2 i \overline{\sqrt{r}}} e^{-2 \varepsilon r^{2 t}} Z_{0}(r, \theta) \\
& M_{k}=r \cos (\theta-\gamma)-\xi \sqrt{\bar{r}}(-1)^{k}, \quad \xi=t R^{-1}
\end{align*}
$$

Using the known formula of the method of stationary phase for double integrals [6], we obtain the following expression for the rise in fluid for large $F$ for an arbitray initial rise:

$$
\begin{align*}
\zeta & =\frac{2 \sqrt{2} \sigma^{2}}{g R} \operatorname{Re}\left[f\left(r_{1}, \theta_{1}\right) \exp \left(i \frac{g t^{2}}{4 R}\right)\right] \exp \left(-\frac{v g^{2} l^{5}}{8 R^{4}}\right)  \tag{3.2}\\
f(r, \theta) & =\frac{i \sqrt{r}+2 \varepsilon r^{2}}{2 i} \sqrt{r Z_{0}}(r, \theta), \quad r_{1}=\frac{\xi^{2}}{4}, \quad \theta_{1}=\pi-\gamma \gamma
\end{align*}
$$

Since the parameter 5 enters into Expression $M_{k}(r, \theta)$, it should be small as compared with $\vec{A}$, according to which the asymptotic estimate of the integral (3.1) will be made. Hence, the asymptotic formula (3.2) will be valid for $0 \leqslant t \leqslant T$, where $T$ is a quantity of the order of $\rho^{-1} R o$. For an initial rise of the form (2.1) concentrated in the neighborhood of the origin and having the volume 0 , Expression (3.2) becomes

$$
\begin{equation*}
\zeta=\frac{g t^{2} Q}{4 \sqrt{2} \pi R^{3}}\left(\cos \frac{g t^{2}}{4 R}+\frac{v g t^{3}}{4 R^{3}} \sin -\frac{g t^{2}}{4 R}\right) \tag{3.3}
\end{equation*}
$$

Let us note that the limiting value of (3.3) agrees, as $v \rightarrow 0$, with the expression for the wave shape which is the solution of the analocous problem for an ideal fluid [5].

To obtain the asymptotic estimate of (3.1) for large values of $t$, let us write (3.1) as

$$
\begin{aligned}
\zeta & =\frac{\sigma^{4}}{2 \pi g^{2}} \int_{0}^{2-\infty} \int_{0}^{\infty} \sum_{k=1}^{2} f_{k}(r, \theta) e^{i t N_{k}(r, \theta)} r d r d \theta \\
N_{k}(r, \theta) & =\xi_{1} r \cos (\theta-\tau)-\sqrt{\bar{r}}(-1)^{k}, \quad \xi_{1}=R t^{-1}
\end{aligned}
$$

and, just as before, we obtain that (3.2) will be valid even for large values of $t$ for $0 \leqslant R \leqslant R_{1}$, where $R_{1}$ is a quantity of the order of $t$.
4. The problem of waves caused by an initial disturbance of the free surface was considered in the previous sections. Let us now consider the problem of waves caused by an arbitrary pressure pulse applied to a free surface.

During a very small time interval $T$ let an arbitrary pressure pulse be applied to the horizontal surface of a viscous fluid at rest, occupying the
half-space $z<0$. Then the projections of the velocities caused by this pressure pulse are defined by Formulas

$$
\begin{equation*}
\left.u_{0}=-\rho^{-1} \mathrm{\Phi}_{x}, \quad v_{0}=-\rho^{-1} \mathrm{Q}_{y}, \quad w_{0}=-\rho^{-1} \mathrm{\Phi}_{z}(\mathrm{Q})=\int_{0}^{\tau} p d \tau\right) \tag{4.1}
\end{equation*}
$$

Since the pressure pulse is given only on the free surface, then the function $\Phi(x, y, z)$ will indeed be known only for $z=0$. Let $\Phi(x, y, 0)=p(x, y)$. Since the fluid is incompressible, then $\Delta \Phi=0$, and hence the function

$$
\begin{aligned}
\mathrm{D}= & \frac{1}{2 \pi} \iint_{-\infty}^{\infty} K(m, n) \exp \left[i(m x+n y)+z \sqrt{m^{2}+n^{2}}\right] d m d n \\
& \left(K(m, n)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(x, y) \exp [-i(m x+n y)] d x d y\right)
\end{aligned}
$$

satisfying the Laplace equation and the required condition at $z=0$, will be the desired function. Therefore, the initial velocities caused by the pressure pulse $F(x, y)$ are now known in the whole fluid. Since the time is infinitesimal, and the velocities are finite, we then neglect the displacement of the particles in the time $T$. Taking the instant the pulse ceases to act as the initial time, we arrive at the following problem: to find the solution of the system (1.1) with the inftial conditions $u^{\prime}=u_{0}$, $v=v_{0}, w=w_{0}, \zeta=0$ at $t=0$, where $u_{0}, v_{0}, w_{0}$ are given by (4.1) and the boundary conditions by (1.3). Applying the Laplace transform in the time $t$ and the Fourier transform in the variables $x$ and $y$ to (1.6) and the boundary conditions (1.5), we obtain a system for the transforms if we take account of the initial conditions

$$
\begin{align*}
& U_{z z}-\left(r^{2}+\alpha v^{-1}\right) U-i m v^{-1} \Psi=-\alpha v^{-1} U_{0} \\
& V_{z z}-\left(r^{2}+\alpha v^{-1}\right) V-i n v^{-1} \Psi=-\alpha v^{-1} V_{0} \tag{4.2}
\end{align*}
$$

$$
W_{z z}-\left(r^{2}+\alpha v^{-1}\right) W-v^{-1} \Psi_{z}=-\alpha v^{-1} W_{0}, \quad i(m U+n V)+W_{z}=0
$$

Here the capital letters denote the transforms or the functions denoted by the lower case letters above, for this

$$
U_{0}=-i m L, \quad V_{0}=-i n L, \quad W_{0}=-r L, \quad L=\rho^{-1} K(m, n) e^{z z}
$$

the boundary conditions (1.5) In the transforms (for $z=0$ ) become

$$
\begin{equation*}
g Z=\Psi-2 v W_{z}, \quad \alpha Z=W, \quad U_{z}+i m W=0, \quad V_{z}+i n W=0 \tag{4.3}
\end{equation*}
$$

Solving the system (4.2) with the boundary conditions (4.3) and then using the inversion formula, we find the expression for the rise in the fluid

$$
\begin{gathered}
\zeta=-\frac{\sigma^{5}}{2 \pi \rho g^{s}}\left[\eta_{1}+e^{3 / 2} \eta_{2}+\varepsilon^{2} \eta_{\mathrm{I}}\right], \quad \eta_{j}=\int_{0}^{2 \pi} \int_{0}^{\infty} K(r, \theta) x_{j}(r, t, \varepsilon) e^{i R r \cos (\theta-\gamma)} r d r d \theta \\
x_{j}=\frac{1}{2 \pi i} \int_{8-i \infty}^{s+i \infty} \varphi_{j}(\alpha, r) e^{\alpha t} d \alpha \quad(j=1,2,3), \quad \varphi_{1}=\frac{r}{\Delta}, \quad \varphi_{2}=\frac{\Delta_{2}}{\Delta \Delta_{1}}, \quad \varphi_{3}=-\frac{2 r^{4}}{\Delta_{1}}
\end{gathered}
$$

The quantities $\Delta, \Delta_{1}, \Delta_{2}, \varepsilon, k$ are given by (1.13). Expression (4.4) is the exact solution of the formulated problem for the arbitrary function $F(x, y)$ relative to which we shall assume that it admits of a Fourier transform in the variables $x$ and $y$. By the same method as in Section l, it may be shown that the expressions for $\eta_{z}$ and $\eta_{3}$ have a finite limit as $\varepsilon \rightarrow 0$ under the same constraints on the function $F(x, y)$ as for $\zeta_{0}(x, y)$ Hence, for $\varepsilon^{2 / 2} \in \mathbb{a s}$, Expression (4.4) may be written with an error of the

$$
\begin{equation*}
\zeta=-\frac{\sigma^{3}}{2 \pi p g^{3}} \int_{0}^{2 \pi} \int_{0}^{\infty} r^{1 / 3} K(r, \theta) \sin \sqrt{r} t \exp \left[i R r \cos (\theta-\gamma)-2 \varepsilon r^{2} t\right] d r d \theta \tag{4.5}
\end{equation*}
$$

Thus, to first degree of accuracy in $a$ inclusive, Formula (4.5) yields the shape of waves resulting from the pressure pulse under consideration.
5. Let the function $F(x, y)$ be

$$
F(x, y)=\left\{\begin{array}{ll}
\Pi\left(1-R^{2} a^{-2}\right)^{\mu} & (R \leqslant a)  \tag{5.1}\\
0 & (R>a)
\end{array} \quad\binom{\mu>0}{\Pi=\text { const }}\right.
$$

In this case $K(r, \theta)=\Pi a^{2} k^{-2} \varphi(r)$, where $\varphi(r)$ is given by (2,2) and the integrals $\eta_{2}$ and $\eta_{3}$ will converge absolutely for $\mu>3.5$. Taking into account that the integral in (4.5) is the ilmit of the integral
$2 \pi \infty$
$\int_{0} \int_{0} r^{2 / 2} K(r, \theta) \sin \sqrt{r} t \exp \left[i R r \cos (\theta-\gamma)-2 \varepsilon r^{2} t+z r\right] d r d \theta$
as $z \rightarrow-0$, let us write Expression for 6 as

$$
\begin{equation*}
\zeta=-\frac{\sigma^{5} \Pi a^{2}}{\rho g^{3} k^{2}} \int_{0}^{\infty} \varphi(r) J_{0}(r R) \sin \sqrt{r} t \exp \left[i R r \cos (\theta-\gamma)-2 \varepsilon r^{2 t}+z r\right] r^{3 / s} d r d \theta \tag{5.2}
\end{equation*}
$$

Let us note that the total magnitude of the pressure pulse $q$ is calculated by means of Formula $q=\pi a^{2} \Pi(\mu+1)^{-1}$. To simplify the subsequent calculations let us consider the limiting case $a \rightarrow 0, \Pi \rightarrow \infty$ so that the quantity $q$ remains invariant. In this ilmiting case $\varphi(r)$ equals $[2(\mu+1)]^{-1}$, and Expression ( 5.2 ) becomes

$$
\zeta=-\frac{q \sigma^{5}}{2 \pi p g^{3}} \lim _{z \rightarrow-0} \psi(\varepsilon)
$$

$$
\psi(\varepsilon)=\int_{0}^{\infty} r^{3 / s} J_{0}(r R) \sin \sqrt{r} t e^{-2 \varepsilon r^{2} t+z r} d r
$$

Expanding $\downarrow(\epsilon)$ in a power series in $\varepsilon$ and limiting ourselves to the first three terms of the series, we have

$$
\begin{gathered}
\varphi(\varepsilon)=\varphi(0)+\varepsilon \psi^{\prime}(0)+\Sigma / e^{2} \psi^{\prime}(0)+R s \\
\psi^{k}(0)=(-2 t)^{k} \int_{0}^{\infty} r^{2 / 2+2 k} J_{0}(r R) \sin \sqrt{r} t e^{z r} d r
\end{gathered}
$$

Here $R_{3}$ is a quantity of the order of $\epsilon^{3}$ on the basis of the formula for the remalnder term of the Taylor series. Expanding $\sin \sqrt{r}$ in series and taking account of (2.5), we find the following expression for the rise $\}$

$$
\begin{align*}
& \zeta=\frac{q t}{2 \pi \rho R^{3}}\left[H_{0}+\frac{v t}{R^{2}} H_{1}+\frac{v^{2} t^{2}}{R^{4}} H_{2}\right], \quad H_{j}=\sum_{k=0}^{\infty}(-1)^{k} \delta_{k j} \omega^{2 k}  \tag{5.3}\\
& \omega=\frac{g t^{2}}{2 R}, \quad \delta_{k 0}=\frac{[(2 k+1)!!]^{2} 2^{2 k}}{(4 k+1)!}, \begin{array}{l}
\delta_{k 1}=\delta_{k 0}(2 k+3)^{2} \\
\delta_{k 2}=\delta_{k 1}(2 k+5)^{2} \quad(j=1,2,3)
\end{array}
\end{align*}
$$

Here $t$ and $p$ are the initial dimensional variables. The expression for $\nu=0$ agrees with the expression for the rise in fluid obtained in solving the analogous problem for an ideal fluid [3]. The obtained series will converge for any values of $w$ but they are convenient for calculations only for small $w$. Kochin [3] found an expression for the series $H_{0}$ in terms of Bessel functions which is convenient for calculations for any w This expression is

$$
H_{0}=\frac{\pi \sqrt{2}}{32}\left[2 J_{1 / 4} J_{-1 / 4}-3 \omega\left(J_{3,4} J_{1 / 4}-J_{-1 / 4}, J_{-1 / 4}\right)-\omega^{2}\left(J_{1 / 4} J_{-1 / 4}+J_{3 / 4} J_{-2 / 4}\right)\right]
$$

where all the functions have the same argument $\frac{1}{2} w$. Let us now find an expression for the series $H_{1}$ in terms of Bessel functions. This series may be represented by

$$
\begin{gather*}
H_{1}=\int_{0}^{1,2 \pi} F\left(1 / 2 \omega \cos ^{2} \varphi\right) \cos \varphi d \varphi  \tag{5.4}\\
F(x)=2\left[\left(9-17 x^{2}+x^{3}\right) J_{0}(x)+\left(-12 x+6 x^{3}\right) J_{1}(x)\right]
\end{gather*}
$$

Using (2.9), we find the following expression for the integral (5.4) in terms of Bessel functions:

$$
\begin{gathered}
H_{1}=1 / 2 \sqrt{2} \pi\left[1 / 64 \omega^{4}\left(J_{3 / 4} J_{-3 / 4}+1 / 4 J_{1 / 4} J_{-1 / 4}\right)+21 / 64 \omega^{3}\left(J_{1 / 4} J_{3 / 4}-J_{-1 / 4} J_{-3 / 4}\right)-\right. \\
\left.-1 / 64 \omega^{2}\left(335 J_{1 / 4} J_{-1 / 4}+741 J_{3 / 4} J_{-3 / 4}\right)+{ }^{41 / 64 \omega\left(J_{3}, 4\right.} / 41 / 4-J_{-3 / 4} J_{-1 / 4}\right)- \\
\left.-3 / 2 \omega\left(J_{0} J_{1}-J_{-1 / 2}^{2}\right)+329 / 32 J_{-1 / 4} J_{1 / 4}-6 J_{1 / 2} J_{-1 / 2}\right]
\end{gathered}
$$

By a similar method we may obtain an expression for the series $H_{2}$ in terms of Bessel functions by representing it as

$$
\begin{equation*}
H_{2}=\int_{0}^{1 / 2 \pi} F_{1}\left(1 / 2 \omega \cos ^{2} \varphi\right) \cos \varphi d \varphi \tag{5.5}
\end{equation*}
$$

$$
F_{1}(x)=2\left[\left(-x^{6}+96 x^{4}-568 x^{2}+225\right) J_{0}(x)+\left(-15 x^{5}+223 x^{3}+195 x\right) J_{1}(x)\right]
$$

and then integrating (5.5) analogously to (5.4).
6. Let us carry out an asymptotic analysis of (4.5) for large $R$.

Let us write this expression as

$$
\begin{align*}
\zeta=\frac{\sigma^{5}}{4 \pi i \rho g^{3}} \int_{0}^{2 \pi} \int_{0}^{\infty} \sum_{k=1}^{2} f_{k}(r, \theta) \exp \left[i R M_{k}(r, \theta)\right] d r d \theta  \tag{6.1}\\
f_{k}(r, \theta)=r^{3 /} K(r, \theta) \exp \left(-2 e r^{9} t\right)(-1)^{k}
\end{align*}
$$

Here $M_{k}(r, \theta)$ is given by (3.1). For large $P$ we obtain the following asymptotic expression for the rise in fluid due to an arbitrary initial pulse:

$$
\begin{gather*}
\zeta=-\frac{\sqrt{2} \sigma^{3}}{\rho g^{2} R} \operatorname{Im}\left\{f\left(r_{1}, \theta_{1}\right) \exp \left(i \frac{g t^{2}}{4 R}\right)\right\} \exp \left(-\frac{v g^{3 t^{5}}}{8 R^{4}}\right)  \tag{6.2}\\
f(r, \theta)=r^{2 / 2} K(r, \theta), \quad r_{1}=1 / \Delta \xi^{2}, \quad \theta_{1}=\pi+\gamma .
\end{gather*}
$$

Formula (6.2) will be valid for $0 \leqslant t \leqslant T$, where $T$ is a quantity of the order of $a^{-1} R O$. The quantities $R$ and $t$ in (6.2) are dimensional. For an initial puise of the form (5.1) concentrated in the neighborhood of the origin, whose total value is $q$, Expression (6.2) becomes

$$
\begin{equation*}
\zeta=-\frac{q g t^{3}}{8 \sqrt{2} \pi \rho R^{4}} \sin \frac{q t^{2}}{4 R} \exp \left(-\frac{v g^{2} t^{5}}{8 R^{4}}\right) \tag{6.3}
\end{equation*}
$$

Exactly as has been shown in Section 3, we obtain that (6.2) will be valid for large values of $t$ for $0 \leqslant R \leqslant R_{1}$, where $R_{1}$ is a quantity of the order of $t$.

The obtained Formulas (6.2) and (6.3) afford a poss bility of constructing a pattern of the free surface motion by elementary means at some distance from the domain of application of the pressure pulse in the mentioned time range, and also an analogous pattern for large values of time $t$ in the mentioned range of variation of $R$.
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